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ABSTRACT 

 This method can be considered as respect to the improvement information-measurement technology alternative 

control and technical diagnostics. This method allows planning multiple repeated measurement groups, obtained on the 

basis of non-stationary measurement signals with priori unknown spectral properties. By using the method of piecewise-

linear regression approximation of measuring signals allowed obtaining additional information about the changes in 

random coefficients’ partial linear regression.  

 It is proved that the additional information, besides partial regression coefficients, carries four members of the 

dispersion expansion. It has been proved by a practical rhinomanometric diagnosis that an additional increase in expected 

measurement information can reach 40% of the original. Proposed analysis of the partial line regression dispersion method 

provides the additional information by means of components of the dispersion expansion signal. also was proved that 

studying the dynamic properties of the breathing process may improve quality diagnostic procedures. 
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INTRODUCTION 

STATEMENT OF THE PROBLEM 

 Improvement in technical equipments for measuring control functional diagnostics and expansion of the 

nomenclature of primary transmitters without taking into account the dynamic properties of the input signals does not 

always lead to increased reliability and decision-making. This is mostly associated with the correlations and relationships 

between the components of the vector of input signals from information-measuring equipments for control or diagnosis. 

Increasing the dimensions of the vector does not give any new information; it simply leads to a similar result as obtained 

by technical improvement in measuring transmitters.  

 Increasing their accuracy does not reduce the uncertainty of the results measured under unrecoverable uncertainty 

of the properties of complex, diffuse objects of control, both biological and medical. In these objects, similar uncertainty is 

more often due to the dynamic properties. 

ANALYSIS OF THE LITERATURE 

 Increase in the amount of expected measurement information is directly associated with a reduction in the 

uncertainty of measurement results [1,2]. In this case, the structural-algorithmic methods are the most effective, [3,4]. 

Their use together with information-measuring technologies’ transformation of primary quantitative information into 

logical solutions [5], allows reducing every uncertainty. 
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PURPOSE  

 To demonstrate the possibility of using regression model dispersion analysis nonstationary test signals for 

receiving additional information about their dynamic properties, conditioned to the state changes of the control object. 

MATHEMATICAL MODEL OF GROUP REGRESSION TRANSFORMATION  

 Let us consider the sequence of measurement results of the physical quantity Х that indicate the moments of time 

of its measuring. That sequence represents many ordered by time, two-dimensional observations: 

      NN txtxtxtX ,,...,,,,)( 2211
.                                                                                                                        (1) 

 Let 0
 and 1

 - indicate the functional states of the object control (in "normal" and, therefore, not in 

"normal"). The information about the type changing in object state controls carry informative parameters of test signal )(tX . 

The allocation of these parameters is linked with the task of synthesizing a mathematical model of the signal )(tX , in which 

the type change of object state causes a change, for example, in the average values of the informative parameters 

(coefficients of the model). In general, the model of test signal contains m conditional parameters 

1,0),(),...,(1  raa rmr , average value of which changes while changing the state of object control: 
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 In contrast to static signals, the measured value of dynamic signals provides further additional possibilities of 

receiving the redundancies’ information by taking into account the correlation bonds of these signals with their observation 

time. The correlation may be manifested in an available trend (first-order and higher). Additional informational parameters 

in this case will be the coefficients included in similar trends in the mathematical model. These trends are represented as 

regression values Х of time t. A residual variance such as a regression can be used to evaluate the received signal when 

controlling information (the higher informativeness - the lower residual dispersion). Let us consider the approximation of 

signal Х(t) to the sequence К as partial linear regression with random coefficients 
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 where k is the number of groups of measurement results for which a private regression is built and jn
 is the 

number of measurement results in the j-th group. 

 The Total number of measurements is equal to 
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is a common regression X on  t, the coefficients of which determine the whole set (1) of two-dimensional observations. 

 The partial regressions of coefficient
 k

jj BA
1

,
 are determined by the results of corresponding group tests. 

 From [6], it is known that the sum S of squared deviations of observational results from the total average X , given 

by 
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CHOICE OF INFORMATIVE PARAMETERS 

 Considering that the sum of RS  allows the estimation of the residual variance RS  , the current regression model of 

the measuring result as 
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 we choose as informative parameters for statistical models  
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  These statistics are the ratio of average squares sums  0S  , WGS
, GS  и WS

 to the average square of residual sum 

RS ,   that represent random values with F- distribution (fisher-snedecor distribution) .    

 Dispersion expansion (2) allows calculating F- statistic (4) by realizations of the signal Х(t). The conditions for 

this expansion are: 

 The normally distributed random residual 
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 The information content of any F-statistic (4) is determined by the amount of information, which can be obtained 

by the statistics that describe state types r  control object. The importance of F-statistics’- is the independence from each 

other, in virtue of independent [6] members of  dispersion expansion (2). That means, statistic (4) can be considered as a 

constituting vector 
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 which can be considered as a multidimensional informative parameter. The complete information will be 

determined by the sum 

WGWG IIIII  0 ,                                                                                                                                                  (5) 

 where the terms of the right side of the equation can be calculated independently of each other [1]. 

 The amount of information (5) characterizes the parameters, which are determined as constituting total dispersion 

measurement signal X(t) on observation interval
),0( Nt
. 

 This dispersion is considered as a linear function of the residual dispersion. 

)2( KN

S
S R

R




.                                                                                                                                                                      (6) 



Features of Dispersion Analysis While Processing Dynamic Rhinomanometer Signal                                                                                         85 
 

The measured value Х is linear with regard to the time t under normal distribution law. Its transformation will be 

characterized by no correlation between average values and dispersion [7] (without any change in the width of observation 

interval). So, the information about the state changing   object, obtained by F-statistic dispersion expansion (2), might 

supplement the information obtained by measuring the average value Х. 

ESTIMATION OF THE AMOUNT OF ADDITIONAL INFORMATION 

 Let 
)0(.F  and 

)1(.F be the statistic (4) dispersion expansion (2) (point that substitutes one of the indices ‘0’, ‘WG’, 

‘G’ or ‘W’). The data of statistics, as random variables, generally change non-centrality F-distribution with 1V   and 2V  

using power coefficient of freedom with non-centrality parameter
)(. r  (where 1,0r ) 
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 the average and dispersion statistics
)(. rF  respectively are equal [8]: 
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 The amount of information received by Statistics
)(. rF is given by [1]: 
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 where 
2
F - dispersion of F-statistic before measurement (control), 

 
2
F - dispersion of F-statistic after the measurement. 

 From expressions (8) and (9), 
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 Table 1 presents the results of the dispersion analysis of the measured values of signal Х(t) for conditions 0  and 

1  of the biological control object (N=9, K=3, nj =n for all 3,1j  ).  

 The same table gives the values of information amount (in bits), at
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Table 1: Dispersion Analysis Results 

 

№ 
Mean Square 

Deviations 

Number of 

Freedom 

Degrees 

Mean 

Square 

F-

Statistics 
I (bits) 

1 

736502,0
)1(

0 S  

857845,1
)1(

0 S  

10 V  
)0(

0

)0(

0 SS   

896,92
)0(

0 F  

25,368
)1(

0 F  

0,92 

2 
015786,0

)1(
WGS

011872,0
)1(
WGS  

1WGV   

991,1
)0(
WGF  

353,2
)1(
WGF  

0,00078 

3 
0088707,0

)0(
GS

11395,0
)1(
GS  

1GV   
11888,1

)0(
GF

587,22
)1(
GF  

0,17 

4 

 

039641,0
)0(
S

025225,0
)1(
S  

1V  

 

007928,0
)0(

S

005045,0
)1(
S

 

- - 

 Note: To provide conditions 42 V , sums WS  and RS  were combined. The number of freedom degrees ( 52  VV ) 

were correspondingly increased.  

 The total information amount 09078,117,000078,092,0 FI  (bit). 

 If we consider that value [1] is the information amount obtained by measuring the mean value of signal X(t), that 

is, evaluation by 
)0(

X  and  
)1(

X  gave a value 
69,2

X
I

(bits), then the additional increment
09078,1

X
I

 (bit) is at least 40% 

higher, which points to the proposed effectiveness of the method of dispersion transformation measuring signal. In Fig. 1 

show rows of time for measured values of the signal Х(t) for 0  and 1  with serial regression approximation  

rows. From the figures, the change in angular coefficients’ partial regression is clearly visible, when changing the state of 

control object. 

 

Figure 1: Time Row of Measured Signal Values for Pressure ΔР(T) with Sequential Regression Approximation 

Rows in Normal (Condition 0 ) and Pathology(Condition 1 ) . Designation: 1 - Direct Common Regressions, 2, 3, 4 - 

Direct Partial Regressions 
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PRACTICAL IMPLEMENTATION 

 The results of the approved work on the experimental data are obtained from previous active rhinomanometer 

results from the database of otorhinolaryngologic department, Kharkiv Regional Hospital, by using the developed 

rhinomanometer TNDA-PRH [9]. The process took place while carrying out the rhinomanometric study of the dependence 

of air flow passing through the nasal passages, on pressure drop between the inner exit of the nasal cavity (choanae) and 

the atmospheric pressure. In this case, and from the graphs, the peak values of pressure drop (see Fig. 1) and from the air 

flow rate in nasal cavity, it is clear that studying the dynamic properties of the breathing process may improve quality 

diagnostic procedures. 

CONCLUSIONS  

 Using the method of piecewise-linear regression approximation of measuring signals allowed obtaining additional 

information about the changes in random coefficients’ partial linear regression. It is proved that the additional information, 

besides partial regression coefficients, carries four members of the dispersion expansion indicating the possibility of 

obtaining additional information. 

 It has been proved by a practical rhinomanometric diagnosis that an additional increase in expected measurement 

information can reach 40% of the original. The last one was obtained by the analysis of average value changes of measured 

signals.  

 Proposed analysis of the partial line regression dispersion method provides the additional information by means of 

components of the dispersion expansion signal. Such procedure is equivalent to the procedure of spectral analysis when no 

information about energy spectrum is available by the average measurement signal, because the studied sequence 

measurement results are time rows. 

WORK PROSPECTS 

 This method can be considered as respect to the improvement information-measurement technology alternative 

control and technical diagnostics when there is limitations in time for observation (or by the number of measurements) at a 

priori uncertainty properties of control object and diagnostics. This method allows planning multiple repeated measurement 

groups, obtained on the basis of non-stationary measurement signals with priori unknown spectral properties. 
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